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Motivation 

High dimensional data 
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o Feature Selection techniques select a subset of features 
from the input which can efficiently describe the input data 
while reducing effects from noise or irrelevant features and 
still provide good prediction results. 

Feature selection - background 
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o problem of feature selection stability 

o FS stability - the robustness of the feature preferences of FS 
algorithm to differences in training sets drawn from the same 
generating distribution [Kalousis et al, 2007] 

Feature selection stability - background 
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Feature selection and stability of FS – simple example 

Assume database of N samples and 10 features (f1, f2, f3, f4, f5, 
f6, f7, f8, f9, f10).  
GOAL: Select 5 most significant features. 
 
Run FS algorithm X with output : f1 f3 f4 f7 f9 
Run FS algorithm X with output : f2 f3 f4 f6 f8 
Run FS algorithm X with output : f1 f2 f4 f8 f9 
Run FS algorithm X with output : f1 f3 f4 f7 f8 
Run FS algorithm X with output : f2 f6 f7 f8 f9 

Which features are really significant and how they influence 
prediction? 

Feature selection stability - background 
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Feature selection techniques: 
o t-test FS (univariate) 
o ANOVA (univariate) 
o Bhattacharyya distance (univariate) 
o entropy (univariate) 
o MRMR – MID 
o MRMR – MIQ 
o linear SVM 
o iterative Relief 
o LASSO 
o tree 

Feature selection methods 
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Biomedical datasets: 

Experimental databases 
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Numerical results 
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o Stability measure: 
o Kuncheva index [Kuncheva, 2007] 
o Weighted Consistency index [Somol et al, 2010] 

Numerical results 
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Numerical results 
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o FS stability as a function of number of selected features 
o Stability measure : relative weighted consistency index 

Numerical results 
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o FS similarity 
o Similarity measure : intersystem Kuncheva index 

Numerical results 
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o FS influence on prediction accuracy 
o Accuracy measure : Matthews correlation coefficient 

Numerical results 
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o entropy based FS appears to be the most stable FS 
 

o Features selected by mRMR techniques helps to achieve 
highest prediction accuracy 
o however accuracies are comparable   

Conclusions 


