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Ontology Driven Prospective Cardiovascular 

Decision Support Framework

Key components of OntoCDSS

• Context sensitive Interviewing/screening 

questionnaires

• Patient Semantic Profiling (Electronic Patient 

Summary/Records

• Risk assessment of patients using domain 

ontologies based on Clinical Practice 

Guidelines

• Rules Engine (Heart Risk calculation)



Ontology Driven Prospective Clinical Decision Suppo rt System



1. Prospective Cardiovascular Decision 

Support System









Semantic Patient Profile generated in OWL



Why Ontologies ?

� Ontologies are used to capture knowledge about some domain of
interest.

� An ontology describes the concepts (through Classes in the
domain and also the relationships (by defining Object and Data
properties ) that hold between those concepts.

� OWL DL supports those users who want the maximum
expressiveness without losing computational completeness (all
entailments are guaranteed to be computed) and decidability (all
computations will finish in finite time) of reasoning systems.

� Different ontology languages provide different facilities. The most
recent development in standard ontology languages is OWL from the
World Wide Web Consortium (W3C).



Fitting with Software Engineering 

Practice: e.g.  Ontology Programming 

Interface

The only thing the application 

needs to  know about the ontology;

Equivalence axioms

that bind the source to 

the application



Protege
Built by Mark Musen (Stanford Center for Biomedical Research) in 1987

Protégé is neither an expert system itself nor a program that builds 
expert systems directly; instead, Protégé is a tool that helps users build 
other tools that are custom tailored to assist with knowledge acquisition 
for expert systems in specific application areas. (Musen, 1989a, p. 2)



The Protégé- Architecture .



Patient  Semantic ontology to generate Electronic 
Records



Learning from  Retrospective  Clinical data for making Effective 

Prospective Clinical Decision Support System



2. Learning from missing clinical 

data

• Raigmore Hospital RACPC case study

• 634 patients, 17 Binary variables containing 

missing data

• Expectation- Maximisation

• Mixture probabilistic model



Rapid Access Chest Pain Clinic Clinical workflow



Sample of  Missing Data extracted 

from RACPC Dataset



Key Components of the Statistical Mixture 

Modeling and EM based Approach

1

joint distribution of 
the variables using 
the training 
samples.

Regarded the class 
label as categorical  
feature

2

Test Sample = 
worked out 

likelihood to 
estimate the 
missing values.

3

17 Binary 
Variables 
Model  
containing a 
mixture of  17 

Bernoulli 
variables and a 
categorical 
variable.



Key Components of the Statistical Mixture 

Modeling and EM based Approach

4

Given any sample X, 
the likelihood  P 
(x,y) for each class y 
= 1,2,,,,5  is 
calculated and then 
the sample assigned 
with the label 
corresponding to 
the maximum 
likelihood.

5

Expectation 
Maximisation 
Technique to 
maximise  the 
likelihood by 
iterating  E and 
M steps.

6

Data 
Classification 
using SVM 
Kernel Functions

Linear, 
Polynomial, RBF 
and Sigmoid 
Functions



Learning from missing clinical data

5 randomly selected datasets in which 4 datasets 
were used for training and 1 for testing (for each M)

Experimental results showing average accuracies 
of different number of mixture density models



Accuracies obtained using 5 randomly selected 
datasets in which 4 datasets were used for training
and 1 for testing for each different type of kernel 
function

Experimental results showing average accuracies of 
different types of kernel functions including: 1- Linear, 
2- Polynomial, 3- Radial Basis Function and 4- Sigmoid 
Function



3. Bayesian Network for Uncertainty 

Modelling in Clinical Guidelines
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Why Clinical  Practice Guidelines are 
essential ?



Ontology Model
Containing 
Uncertainty 
Features using 
BNs

Algorithm to 
construct the 
CPT 
(Conditional 
Probability 
Tables)

CPG Formal Ontology CPTs

SAGE- CPG 
transformation
Protégé- OWL
Classes , 
Objects and 
data types to 
describe 
relationships

Bayesian Network for Uncertainty Modelling in CPGs

Development Stages











Ontology based Bayesian Network to check patient’s suitability for 
Angiography treatment



4.  Predictive Analysis

Clinical Predictors for the Cardiac/ Chest Pain Risk Assessment

Features/Risk Factors Targets/Final Diagnosis

Acronym Number of 
Patients

Smoker SMR Acute Coronary 
Syndrome

9

Number of Cigarettes NOC Angina 274
Number of Years Smoked YOS Arrhythmia 11
Age AGE Declined Investigation 4
Pathway PWY GI Pain 39
Sex SEX Heart Failure 2
Diabetes Type DAB Syndrome X 5
Hypertension HPT Valve disease 3
Raised Cholesterol CHL Myocarditis 1
Initial Assessment INA Non Cardiac 

Symptoms
284

ETT Result ETT

CT Result CTT Total patients 632

MPS Result MPS

Anigo Result ANG



Classification results in terms of several evaluations



ROC curves for different experimental setups
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DT-FS

DT-BS

LR-FS

LR-BS



Iteration FS-DT BS-DT FS-LR BS-LR

1 ANG 64.7867 MPS 76.0240 INA 66.0596 ETT 74.3423

2 INA 71.7298 NOC 76.5198 AGE 67.8100 CHL 74.2776

3 CT 77.3454 CHL 76.8395 ANG 71.9423 DAB 74.4212

4 ETT 78.4341 SMR 77.1127 SEX 72.6789 NOC 74.4536

5 DAB 78.4341 ETT 77.1592 MPS 73.3831 MPS 73.8931

6 SEX 78.4604 DAB 76.8719 YOS 74.0550 SMR 73.3042

7 HPT 77.5943 YOS 73.6421 NOC 73.9113 HPT 73.8141

8 CHL 76.9650 AGE 75.0000 HPT 73.9902 YOS 73.6705

9 MPS 74.2492 PWY 77.3069 PWY 74.3099 CT 72.7113

10 NOC 73.9619 SEX 76.6270 ETT 74.3099 PWY 72.6789

11 PWY 76.3761 HPT 77.3454 CT 74.3099 SEX 71.9423

12 SMR 75.3379 CT 71.7298 SMR 74.4212 INA 68.1743

13 AGE 75.1153 INA 64.7867 DAB 74.1339 ANG 62.0690

14 YOS 75.1153 ANG CHL 74.1663

Weighted classification accuracies in each iteration



Risk factors and two classes (weighted)



Conclusions

1. The aim of our research is to help improve the diagnostic capabilities and performance of 
RACPC, and to eliminate delay in the cardiovascular risk assessment  of patients with 
chest pain effectively as well as distinguishing  acute angina patients with other causes of 
chest pain. An AI inspired prospective clinical decision support framework has been 
developed for the primary and secondary care clinicians.

2. Electronic Healthcare Records/ patient summary/paperless system (by replacing paper 
based records) for the risk assessment of patients thus providing predictive analysis using 
the  patient semantic profile developed in the doctor-patient consultation/initial stages

3. We have demonstrated through our case studies that we can provide efficient clinical 
making using our developed framework. We can predict different cardiovascular diseases, 
calculate  patients cardiac  risk score in terms of  developing heart disease in the next ten 
years, prescribing STATIN and recommending necessary lab tests etc. We demonstrated 
this work successfully.

4. The developed CDSS framework is also capable of dealing with missing/impartial data as 
well as handling clinical uncertainties . A retrospective data analysis of the clinical studies 
evaluating 14 risk factors for chest pain patients was performed for the development of 
RACPC specific risk assessment models to distinguish between cardiac and non cardiac 
chest pain. This study cohort comprises of 632 patients suspected of cardiac chest pain, 
data were electronically recorded from August 2011 to May 2013 using distributed 
databases held at the Raigmore Hospital . The new predictive models have resulted in very 
good predictive power, demonstrating general performance improvement compared to a 
state-of-the-art prediction model.



Other CDSS- Related Work



Dementia diagnosis DSS

Used technique: Logistic regression

• gives for each record a probability of belonging to a 

class (binary classifier with a threshold)

• 70% of medical publications make use of it

– diagnosis

– prognosis

– analysis of contributing factors

– risk modelling

• easily implementable

• transparent model
41



Dementia diagnosis DSS

• Different sources of evidence are used in the 

dementia diagnosis process

• Timely diagnosis of dementia is a condition for 

improving dementia care

• GPs have a central role in the diagnosis 

process, but 50-80% of cases are missed

• There is a limited range of readily available 

diagnostic instruments

42



Dementia diagnosis DSS

Benchmark 

(expert-driven)
Current model

Current model 

(w/o cross-val.)

Accuracy 75.0% 90.2% 91.5%

AUC 0.764 0.879 0.905

R2 - - 0.365 ÷ 0.601

Data-driven variables selection using an intelligent 

backward stepwise logistic regression approach

43



Chemotherapy side-effects modelling

44

Model performance (AUC from ROC)

proposed model

breast cancer only

previous model

breast cancer only

proposed model

breast+color.+lung



Chemotherapy side-effects modelling

45

Examples of ‘intelligent’ mapping 



Defining the Inflammatory Bowel Disease Exposome : the effect of the 

environment and diet on disease aetio-pathogenesis across Scotland





Liver Cancer Detection, Classification and Progression 

Prediction from Ultrasound Images



Proposed research framework model



AAM and Ontology Driven Annotation





Image A
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For more details:

http://WWW. COSIPRA.STIR.AC.UK 

http://link.springer.com/journal/12559

http://www.cs.stir.ac.uk/events/CICARE2014/


